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Real-world Graphs

Social/Business Graph

Internet GraphKnowledge Graph

Biological Graph

Transportation Graph
figure credit: Web

Question:
How to design machine learning models to learn the 

universal structural patterns across networks? 
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Pre-training and Fine-tuning

Computer Vision
ResNet

ImageNet

NLP
BERT

Wikipedia + Book corpus 

Graph Learning
GCC

Jiezhong Qiu, Qibin Chen, Yuxiao Dong, Jing Zhang, Hongxia Yang, Ming Ding, Kuansan Wang, and Jie Tang. GCC: Graph Contrastive Coding for Graph Neural Network 
Pre-Training. In KDD’20.
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PROBLEM
GNN pre-training problem.
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The GNN Pre-Training Problem

• Problem:
– Learn a function 𝑓 that maps a vertex to a low-dimensional 

vector
– Structural similarity: map vertices with similar local

network topologies close in the vector space
– Transferability: compatible with vertices and graphs from 

various sources, even unseen during training time.

Jiezhong Qiu, Qibin Chen, Yuxiao Dong, Jing Zhang, Hongxia Yang, Ming Ding, Kuansan Wang, and Jie Tang. GCC: Graph Contrastive Coding for Graph Neural Network 
Pre-Training. In KDD’20.
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GCC FRAMEWORK
Graph Contrastive Coding
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Graph Contrastive Coding (GCC)

GCC: Graph Contrastive Coding

Subgraph Instance Discrimination

GCC

Node
Classification

Pre-Training Fine-Tuning

Facebook IMDB DBLP US-Airport

GCC

s

Graph
Classification

Reddit

GCC

s

Similarity
Search

KDD ICDM

GCC…

Hypothesis:
Graph structural patterns are universal and transferable 

across networks.

Jiezhong Qiu, Qibin Chen, Yuxiao Dong, Jing Zhang, Hongxia Yang, Ming Ding, Kuansan Wang, and Jie Tang. GCC: Graph Contrastive Coding for Graph Neural Network 
Pre-Training. In KDD’20.
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GCC Pre-training
• Pre-training Task: Instance Discrimination
• InfoNCE Loss: output instance representations that 

are capable of capturing the similarities between 
instances

• Contrastive learning for graphs?
– Q1: How to define instances in graphs?
– Q2: How to define (dis) similar instance pairs?
– Q3: What are the proper encoders? 

• query instance 𝑥!
• query 𝒒 (embedding of 𝑥!), i.e., 𝒒 =
𝑓(𝑥!)

• dictionary of keys 𝒌", 𝒌#, ⋯ , 𝒌$
• key 𝒌 = 𝑓(𝑥%)
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GCC Pre-training

• Q1: How to define instances in graphs?
• Q2: How to define (dis) similar instance?
• Q3: What are the proper encoders? 
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GCC Pre-training: Learning Algorithms

• Optimizing Contrastive Loss
– Encoded query 𝒒
– 𝐾 + 1 encoded keys 𝒌*, ⋯ , 𝒌+

End-to-end
(E2E)

Momentum 
Contrast
(MoCo)

figure credit:
Momentum Contrast for Unsupervised Visual Representation Learning
arxiv.org/abs/1911.05722
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GCC Fine-tuning

Graph 
Encoder Classifier Label y

Fine-tuning
GCC

Node
Classification

Fine-Tuning

US-Airport

GCC
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Graph
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GCC Fine-tuning: Full v.s. Freezing

Full fine-tuning Freezing fine-tuning

Graph 
Encod

er

Classifi
er Label

Full Fine-tuning

Graph 
Encod

er

Classifi
er Label

Freezing Fine-
tuning

Feature 
Extractor
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EXPERIMENTS
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GCC Pre-Training / Fine-tuning

• Six real-world information networks for pre-training.

• Fine-tuning Tasks:
– Node classification
– Graph classification
– Top-k Similarity search GCC

Node
Classification

Fine-Tuning

US-Airport

GCC

s

Graph
Classification

Reddit

GCC

s

Similarity
Search

KDD ICDM

GCC…

GCC: Graph Contrastive Coding

Subgraph Instance Discrimination

Pre-Training

Facebook IMDB DBLP
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Task 1: Node Classification

• Setup
– US-Airport 
– AMiner academic graph

GCC

Node
Classification

US-Airport
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Task 2: Graph Classification

• Setup
– COLLAB, RDT-B, RDT-M, & IMDB-B, IMDB-M

GCC

s

Graph
Classification

Reddit
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Task 3: Top-k Similarity Search

• Setup
– AMiner academic graph

GCC

s

Similarity
Search

KDD ICDM

GCC
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Conclusion

GCC: Graph Contrastive Coding

Subgraph Instance Discrimination

GCC

Node
Classification

Pre-Training Fine-Tuning

Facebook IMDB DBLP US-Airport

GCC

s

Graph
Classification

Reddit

GCC

s

Similarity
Search

KDD ICDM

GCC…

• Study the pre-training of GNN with the goal of characterizing and 
transferring structural representations in social and information 
networks. 

• Present Graph Contrastive Coding, which is a graph-based contrastive 
learning framework to pre-train GNN. 

• The pre-trained GNN achieves competitive performance to its 
supervised trained-from-scratch counterparts in 3 graph learning tasks 
on 10 graph datasets.
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GraphMAE: Self-Supervised 
Masked Graph Autoencoders
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Self-supervised Learning

• Self-supervised learning enables the model to learn 
informative representations from unlabeled data

• Various SSL methods on graph have been developed

Contrastive SSL

Generative SSL (Graph 
Autoencoder)
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Self-supervised learning on graph

• Contrastive SSL has been the dominant approach in 
recent years.
– Especially in classification tasks.
– Generative methods fail to achieve comparable results
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Self-supervised learning on graph
• Contrastive learning relies on complicated and elaborate designs,
• Contrastive SSL could fail if lacking any one component.

– Negative sampling design
• In-batch negatives ( GRACE, GCA, GraphCL)
• Dynamic queues as negatives (GCC,)
• Shuffle node features as negatives (DGI, MVGRL)

– Architecture design
• Asymmetric encoder, Projection head (BGRL, SimGRACE)
• Feature de-correlation (CCA-SSG,)

– Data augmentation design
• Node dropping, Edge perturbation, Subgraph Sampling (GraphCL, CCA-SSG, BGRL)
• Graph Diffusion (MVGRL, ), Random-walk (GCC, ), Infomax Augmentation (Info-

GCL)
• … Generative SSL can naturally avoid these issues
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Generative SSL on graphs

• Generative SSL can naturally avoid the issue of 
relying on complicated strategies.

• But previous generative SSL often fail to catch up with 
the performance of contrastive methods.

What makes graph generative learning lag behind 
contrastive learning ? 
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• MAE[He, 2021] leads the revolution and opens the new era of 
generative SSL 
- Get rid of all constraints of contrastive SSL

Generative SSL has been gaining increasing significance

How do we unleash the potential of generative SSL on graphs ?
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Problem

Graph Autoencoders 
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Graph AutoEncoder

• 𝐺 = (𝑉, 𝐴, 𝑋)
– 𝐴 ∈ 0, 1 !×!: adjacency 

matrix, 
– 𝑋 ∈ ℝ!×#: node features

• Encoding: 𝐻 = 𝑓! 𝐴, 𝑋 ,
• Decoding: 𝐺" = 𝑓# 𝐴,𝐻
• Reconstruction objectives: 

– graph structure (link)
– Node features 

𝑿 𝑨

Encoder

𝑯

Decoder

'𝑿 '𝑨
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1. Reconstruction Target

2. Reconstruction method

3. Decoding strategy4. Error function

Summary of Graph AutoEncoder
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Critical components

1. Link reconstruction may be over-emphasized.
2. Reconstruction without corruption may not be robust
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Critical components

3.  Linear/MLP is a less expressive decoding strategy
4.  MSE may not be a good criterion for feature reconstruction in graph
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Generative SSL for graph ?

1. What to reconstruct ?

2. How to avoid trivial solutions ?

3. How to design the decoding ?

4. What error function to use ?
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GraphMAE Framework
Self-Supervised Masked Graph Autoencoders 

Zhenyu Hou, Xiao Liu, Yukuo Cen, Yuxiao Dong, Hongxia Yang, Chunjie Wang, and Jie Tang. GraphMAE: Self-Supervised Masked Graph Autoencoders. In KDD’22.
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GraphMAE Method

• Masked feature reconstruction
• GNN as decoder with re-mask decoding
• Scaled cosine error as the Criterion

Zhenyu Hou, Xiao Liu, Yukuo Cen, Yuxiao Dong, Hongxia Yang, Chunjie Wang, and Jie Tang. GraphMAE: Self-Supervised Masked Graph Autoencoders. In KDD’22.
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– Feature construction as the learning objective
– Masked feature reconstruction

1. Sample a subset of nodes 
- !𝑉 ⊂ 𝑉

2. Replace node feature with [MASK]

• 𝐻 = 𝑓,(𝐴, /𝑋)

Masked feature reconstruction

1. What to reconstruct ?
2. How to avoid trivial 

solutions ?

Zhenyu Hou, Xiao Liu, Yukuo Cen, Yuxiao Dong, Hongxia Yang, Chunjie Wang, and Jie Tang. GraphMAE: Self-Supervised Masked Graph Autoencoders. In KDD’22.



34

• s

• Use GNN as the decoder
– A more expressive decoder helps reconstruct low informative 

features

• Re-mask node features before decoder
– Re-mask the “masked” nodes

• )𝐻 = Remask 𝐻 , 𝑍 = 𝑓!(𝐴, )𝐻)

GNN as decoder with re-mask decoding

3. How to design the decoding ?

Zhenyu Hou, Xiao Liu, Yukuo Cen, Yuxiao Dong, Hongxia Yang, Chunjie Wang, and Jie Tang. GraphMAE: Self-Supervised Masked Graph Autoencoders. In KDD’22.
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• MSE fails, especially for continuous features 
– Sensitivity & low selectivity

• Scaled cosine error as the criterion. 
– Cosine error & Scaled coefficient

𝐿"#$ =
1
| ;𝑉|

=
%!∈'(

𝑥) − 𝑧) *

Scaled cosine error as the criterion

4. What error function to use ?

Zhenyu Hou, Xiao Liu, Yukuo Cen, Yuxiao Dong, Hongxia Yang, Chunjie Wang, and Jie Tang. GraphMAE: Self-Supervised Masked Graph Autoencoders. In KDD’22.
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Node classification

Overall Improvement of GraphMAE

Zhenyu Hou, Xiao Liu, Yukuo Cen, Yuxiao Dong, Hongxia Yang, Chunjie Wang, and Jie Tang. GraphMAE: Self-Supervised Masked Graph Autoencoders. In KDD’22.
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Experiments

• Unsupervised representation learning for Node 
classification

• Unsupervised representation learning for Graph 
classification

• Transfer learning on molecular property prediction

Code: https://github.com/THUDM/GraphMAE

https://github.com/THUDM/GraphMAE
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Node classification

Contrastive methods

Code: https://github.com/THUDM/GraphMAE

https://github.com/THUDM/GraphMAE
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Graph classification

Contrastive methods

Code: https://github.com/THUDM/GraphMAE

https://github.com/THUDM/GraphMAE
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Transfer learning

Contrastive methods

Code: https://github.com/THUDM/GraphMAE

https://github.com/THUDM/GraphMAE
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Ablation study

• Effect of decoder type, objective function and mask strategy

Code: https://github.com/THUDM/GraphMAE

https://github.com/THUDM/GraphMAE
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Summary

• Explore generative self-supervised learning in graphs
• Identify the common issues in current graph autoencoders. 
• Present a simple and improved masked autoencoder—

GraphMAE
• The experimental results show that generative SSL can have 

great potential

Code: https://github.com/THUDM/GraphMAE

https://github.com/THUDM/GraphMAE
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Summary

• GCC: Graph Contrastive Coding for GNN Pre-Training
– Motivation: universal structural patterns across networks?
– Pre-training on the graph structure via contrastive learning
– Fine-tuning on different downstream graph tasks

• GraphMAE: Self-Supervised Masked Graph Autoencoders
– Motivation: why graph generative learning lag behind graph 

contrastive learning?
– Target generative self-supervised learning on graphs
– Based on a simple architecture: masked auto-encoder
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Homework 7: Graph SSL & Pre-training

• Comment on graph SSL & pre-training:
– Due by 4th Sept.
– No coding
– Write your comments (Reading other papers if possible)
– Post them to https://discuss.cogdl.ai/t/topic/96
– Discuss with others
– Send your comments and discussions (via screenshots) to 

our email

• Reminder: Homework 1~6 & course proposal

https://discuss.cogdl.ai/t/topic/96
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Yukuo Cen, KEG, Tsinghua U.                https://github.com/THUDM/cogdl
Online Discussion Forum https://discuss.cogdl.ai/

Thank you！
Collaborators:

Zhenyu Hou, Yuxiao Dong, Jie Tang, et al. (THU)
Qingfei Zhao, Xinije Zhang, Peng Zhang, et al. (Zhipu AI)

Hongxiao Yang, Chang Zhou, et al. (Alibaba)
Yang Yang (ZJU)

https://github.com/THUDM/cogdl
https://discuss.cogdl.ai/

